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Abstract.  This paper addresses advances in electron microscopy that were accomplished over the past years with the 
incorporation of new electron optical components such as aberration correctors, monochromators or high brightness 
guns. Many of these developments are currently pursued within the DoE’s TEAM project. As a result electron micros-
copy has reached 50 pm resolution. In this paper it is shown how the resolution improvement has helped to boost signal 
to noise ratios enabling a detection of single atoms across the Periodic Table of Elements. The described achievements 
allow for investigations of single point defects in nanoelectronic devices even if printed on single sheets of carbon atoms 
(graphene).  Further it is now possible to access depth information from single projections with a precision that has 
reached interatomic distances.   
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INTRODUCTION 

Over the past decades atomic resolution electron 
microscopy steadily evolved by adopting new ideas 
and new technologies. At the National Center for Elec-
tron Microscopy - for example - High Voltage Elec-
tron Microscopy was utilized to resolve the atomic 
structure of materials with ~0.16 nm of lateral resolu-
tion in the early 1980s [1]. With the introduction of 
field emission guns and by merging computer technol-
ogy and electron microscopy the one Ångstrom barrier 
was broken in the late 1990s [2] in mid-voltage phase 
contrast microscopy. Further, a parallel development 
of pre- and post-specimen aberration correctors [3,4] 
opened a new route towards deep sub Ångstrom elec-
tron microscopy. Currently electron microscopes 
within DoE’s TEAM project [5] are designed around 
electron optical elements that permit 50 pm  resolution 
in both scanning transmission mode (STEM = Scan-
ning Transmission Electron Microscopy) and broad 
beam mode (HRTEM = High Resolution Transmission 
Electron Microscopy). Details about the TEAM 0.5 
microscope can be found in reference [6]. In essence, 
the microscope features a newly developed high 
brightness gun, a monochromator as well as pre- and 

post-specimen Cs correctors. In addition mechanical 
and electrical stabilities were improved to allow for 50 
pm resolution in STEM and TEM modes [7,8]. 

Since the introduction of atomic resolution electron 
microscopy, modeling of the scattering and image 
formation processes was pursued to describe the ex-
periments. In particular multi-slice calculations [9] 
were very successful in describing quantitatively lat-
tice images obtained in HRTEM mode except for a 
remaining contrast mismatch [10] that is thought to be 
of physical or of instrumental nature. Significant pro-
gress was made in understanding the image formation 
in the somewhat more complex STEM mode by adopt-
ing and modifying image simulation processes that 
include scattering to larger angles and a large beam 
divergence [11].  

In fact both imaging modes exhibit intrinsic advan-
tages and the choice of a technique is most commonly 
dictated by materials properties and research goals. In 
the particular example of CdS/Cu2S nanocrystals 
shown in Figure 1 much of the desired scientific in-
formation is revealed by reconstruction of the electron 
exit wave function from a focus series of lattice im-
ages, which favors HRTEM investigations in this case. 
However, the situation may be entirely inverted in 



other circumstances, where the chemical sensitivity of 
the High Angle Annular Dark Field imaging 
(HAADF) mode of STEM can yield invaluable infor-
mation as illustrated in Figure 2. Here, the L10 chemi-
cal ordering of multiply twined magnetic FePt parti-
cles is readily observable from the raw images. They 
also reveal the formation of crystalline rafts of oxi-
dized Fe on the side of certain particles, likely due to 
the diffusion of Fe from the core of the core-shell 
icosahedra.  

 
FIGURE 1.  Experimental STEM (bottom, Z-contrast im-
age) and TEM (top, phase of the reconstructed electron exit 
wave function) images of CdS/Cu2S. nanocrystals. Atom 
columns appear as bright dots in both images. The recon-
structed TEM phase image holds much of the desired scien-
tific information such as the crystal structure, a partial cop-
per column occupation, the materials polarity, the interface 
abruptness or the formation of different phases. Sample: A.P. 
Alivisatos et al., 2008.  

As characteristic length scales of electronic devices 
approach atomic dimensions, electron microscopy 
becomes an indispensable characterization tool. We 
note that there is a seemingly growing belief that the 
introduction of aberration correctors for HRTEM and 
STEM largely simplify image interpretation because 
the atomic materials structure would be directly cap-
tured in single images. “Seeing is believing” is a 
phrase that is sometimes mentioned in this context. 
Indeed, there are occasions when this view is justified 
as it applies to samples that are extraordinarily thin 
such as graphene, which consists of a single layer of 
carbon atoms [12]. However, such instances are excep-
tions and nanocrystals of a few nm thickness may al-
ready be too thick to allow for direct image interpreta-
tion if deep sub Ångstrom resolution is applied.  
Therefore, the combination of experiments with simu-
lations will remain a cornerstone for understanding the 

underlying science. The science is captured in com-
plex images or image series that remain to be inter-
preted using image simulations for a verification of the 
scientific claims. 

This paper focuses on methodological aspects of 
electron microscopy with deep sub Ångstrom per-
formance. It does not aim at solving a particular mate-
rials problem. Instead, the paper elaborates on what is 
known and expectable from the next generation of 
electron microscopes by utilizing image simulations as 
a guideline. It will be shown that the achieved per-
formance improvements open new possibilities for 
scientific research but also introduce a new set of chal-
lenges.  

 
FIGURE 2.  Experimental Z-contrast STEM images of 
magnetic FePt nanoparticles. The L10 chemical ordering of 
the multiply twinned Marks decahedra can be readily ob-
served, Pt appearing brighter than Fe in this atomic number 
Z-sensitive imaging mechanism. The differences between Pt-
capped (top right) or Fe-capped (top left) particles is imme-
diately apparent. The formation of crystalline oxidized Fe 
rafts on the side of the icosahedral core-shell particle, bottom 
right, is apparent from the image and further revealed by fine 
probe energy loss analysis. Sample: M. Farle et al., 2007. 

Many of the examples given in this paper relate to 
graphene because of the material’s potential to revolu-
tionize nanoelectronics. In fact, graphene is an exam-
ple of a material that could allow for the development 
of electronics on a single sheet of atoms [13]. It is ob-
vious that the material’s characterization requires an 
adequate resolution of better than 0.14 nm, which is 
the C-C dumbbell distance in a sheet of graphene. 
However, it is equally important to obtain signal to 
noise ratios well above 1 for the detection of single 
atoms. Thus, it must be a certain combination of reso-
lution and signal to noise ratios that is desired in order 



to investigate materials at the single atom level. In the 
past, the resolution of electron microscopes was suffi-
cient to separate atom columns even if separated by 
sub Ångstrom values in the projection of an image 
plane but poor signal to noise levels largely hampered 
the detection of single light atoms. Therefore, investi-
gations of point defects in semiconductors by electron 
microscopy were rarely possible.  

ABERRATION CORRECTION 

The basic purpose of a microscope is to provide a 
magnified image of an object, which is not accessible 
by eye. A one-to-one relation between object and mi-
crograph is thus desirable. Conventional atomic-
resolution electron microscopy suffers from the un-
avoidable spherical and chromatic aberration of round 
electromagnetic lenses, in particular the aberrations of 
the magnetic objective lens. While the chromatic aber-
ration essentially affects the information limit of the 
instrument, in the broad beam HRTEM mode, the 
spherical aberration imposes a severe restriction on 
how object information is translated into an image. 
The spherical aberration leads to a complicated point 
spread function, which, for instance, explains the im-
age delocalization in conventional HRTEM. This 
circumstance strongly impairs the interpretability of 
HRTEM micrographs – independent of specimen 
thickness. For a rigorous treatment of aberration cor-
rections by hardware see Reference [14]. 

The Scherzer [15] defocus aims at minimizing the 
deleterious effect of the inherent lens aberration by 
counterbalancing the third order spherical aberration 
against defocus. This enables a broad pass band of 
direct interpretable image information, approaching 
the one-to-one relation between image and object. 
However, atomic resolution information is only inter-
pretable up to the limit imposed by the Scherzer condi-
tion, which in the case of field emission transmission 
electron microscopes is in general significantly smaller 
than the maximum achievable information transfer.  

In conventional high-resolution scanning transmis-
sion electron microscopy the effect of the third order 
spherical aberration of the objective lens is minimized 
by counterbalancing its effect against defocus (similar 
to HRTEM) and by limiting the convergence angle of 
the electron probe. The resulting small probe conver-
gence angle, typically ~10 mrad, limits the probe size 
and the probe current and thus the achievable spatial 
resolution as well as its use for analytical applications, 
like electron energy loss spectroscopy (EELS) and 
energy dispersive X-ray spectroscopy (EDX). 

Hence, the spherical aberration of the objective 
lens imposes severe limits in HRTEM and STEM. 
While in HRTEM primarily the interpretability of the 

micrographs is affected, in STEM it is essentially the 
resolution. Employing an instrument equipped with a 
corrector for the spherical aberration, these limitations 
can be overcome to a large extent. Aberration-
corrected electron microscopy has significantly en-
hanced the interpretability of atomic-resolution 
HRTEM micrographs. However, owing to the dy-
namic scattering of the electrons in the specimen, a 
direct relation between image and object is often ab-
sent even for the case of aberration-corrected micro-
graphs. This is particularly true for specimens of 
thickness t > 10 nm. Sample thickness still prevents a 
direct relation between a HRTEM micrograph and the 
corresponding object if the sample thickness is finite. 
Still, the aberration-corrected optics allow for unambi-
guously relate the electron wave at the exit plane of 
the specimen into an image, which is the result of the 
electron scattering within the specimen,. Aberration 
correction thus simplifies the (optical) point-spread 
function and makes image interpretation in many re-
spects easier. 

 
FIGURE 3. Simultaneously acquired HAADF and BF STEM 
images of a Si/ITO (In-doped tin oxide) interface in a photo-
voltaic stack. A brighter interlayer (arrow) observed .in the 
HAADF image is not present in the BF image, confirming 
that the contrast likely arises from the presence of heavier 
reduced metal [16]. Note also the observable fringes in the 
BF image, no visible in the HAADF.  

The benefits of aberration-corrected probe forming 
optics in scanning transmission electron microscopy 
are manifested in smaller electron probes of higher 
current. This is a direct consequence of the larger 
beam convergence angle, which can be employed 
without deleterious effects on the probe shape caused 
by the spherical aberration. The advantages of aberra-
tion-corrected STEM are thus an improved spatial 
resolution for imaging and a simplified, flexible setup 
for analytical techniques, which require a large elec-
tron dose. For instance, a corollary of the increased 
convergence angles and currents available in probe 
corrected instruments is the tremendous improvement 
in signal collection of bright field (BF) STEM images. 
The serial nature of the scanning acquisition process 
and the present beam convergence, however, make 



them different from regular HRTEM micrographs. 
Nevertheless, BF STEM images can generally be col-
lected simultaneously with the HAADF signal, and in 
conjunction with the latter yield useful additional in-
formation such as strain contrast or thickness contrast 
effects due to extinction distance (Figure 3). 

The added flexibility in balancing probe size and 
probe current with the latest generation of aberration 
correctors has recently led to the development of low 
dose techniques aimed at studying extremely beam 
sensitive materials [17,18] that can require doses as 
low as 500 electrons/nm2 in biological applications. 
Electron doses close to 10000 electrons/nm2 were re-
cently achieved in STEM through a combination of 
ultra fast beam scanning, careful selection of optical 
parameters and emission currents as well as crystallo-
graphic processing, whilst preserving preserve atomic 
resolution information close to the instruments’ theo-
retical resolution.  

An important point that needs to be emphasized is 
that “aberration-corrected” does not mean “aberration-
free”. An aberration-corrected instrument is free of 
aberrations to a certain degree or to a certain transfer 
angle, but is still limited by aberrations, which can be 
of coherent or incoherent nature. The first generation 
aberration correctors have essentially aimed at correct-
ing for the third order spherical aberration as well as 
for potential parasitic axial aberrations up to third or-
der which particularly arise through the implementa-
tion of non-round optical elements. This has enabled 
an aberration free information transfer in HRTEM 
down to about 0.1 nm and electron probes in STEM of 
about 0.08 nm at 300 kV. The second generation of 
aberration correctors, which shall enable even a higher 
resolution, aims at correcting aberrations up to fifth 
order. These are thus correctors, which allow for cor-
recting the fifth order spherical aberrations including 
parasitic axial aberrations up to this order. While the 
correction of axial aberrations is sufficient to warrant a 
small aberration-free electron probe, in the case of 
HRTEM the finite field of view needs to be consid-
ered. For a small aberration-corrected electron probe 
the field that needs to be aberration-corrected is essen-
tially a point-like like object, i.e. the electron probe. 
For a HRTEM micrograph one expects that the across 
the field of view the transfer is equivalent – even if not 
ideal. While axial aberrations lead to a characteristic 
point spread function reflected, e.g. in the shape of the 
electron probe, off-axial aberration can lead to appar-
ent image distortions, i.e. the transfer across the field 
of view is not homogeneous. Hence, apart from cor-
recting axial aberrations, second generation aberration 
correctors for HRTEM minimize the effect of axial as 
well as off-axial aberrations. 

Complementing the described hardware correction 
of lens aberrations, the image resolution in HRTEM 

can be extended by applying a numerical aberration 
correction to focal series of lattice images while recon-
structing the electron exit wave function. In this man-
ner resolution in HRTEM was extended to reach sub 
Ångstrom values as early as 2000 using a partly aber-
ration corrected electron microscope [19].    

IMAGE SIMULATIONS 

Image simulations are most commonly performed 
using multislice calculations [9] that can describe well 
HRTEM and STEM images of electronic devices [20]. 
A contrast mismatch between calculated and measured 
phase contrast images is commonly observed that is 
known as the “Stobbs factor” [10] and influenced by a 
poor Modulation Transfer Function (MTF) [21, 22] of 
Charge Coupled Devices (CCD cameras) that are used 
as detectors. 

The visual interpretation of high angle annular dark 
field images recorded in STEM mode is often consid-
ered to be more straightforward than in the case of 
conventional HRTEM lattice images. By recording 
electrons scattered to high angles (a typical rule-of-
thumb recommending three times the convergence 
angle for true HAADF) the signal becomes increas-
ingly Rutherford-like and by integrating over an annu-
lar detector, the image formation process becomes 
“incoherent” (i.e. not affected by diffraction interfer-
ence effects).  Further, the recorded intensity is pro-
portional to the nth power Zn, n=1.5–2, of the average 
atomic number Z of the crystal being observed [23, 
24]. HAADF-STEM is therefore often referred to as Z-
contrast imaging (Figure 2). In HRTEM applications  
the Z dependence of the image intensity is focus de-
pendent and given by ~ Z2/3 if scattering at single at-
oms is considered and extraordinary signal to noise 
ratios can be obtained [25]. 

Image interpretation can be hindered by the pres-
ence of artifacts. For example, the linearity of the rela-
tionship between image intensity and chemical com-
position may break down in HRTEM and STEM im-
ages of thick samples and local static displacement 
fields may cause strain-induced contrast changes [26, 
27]. An understanding of such effects requires detailed 
calculations. J. LeBeau et al. demonstrated recently in 
the case of SrTiO3 that Z-contrast images can be 
matched quantitatively to simulations, provided that 
extreme care is taken in characterizing all experimen-
tal parameters and that spatial incoherence is taken 
into account adequately [11]. The absence of a Stobbs 
factor-like mismatch between simulations and experi-
ment in STEM images points towards a large influence 
of the detector systems on this debate as recently 
pointed out for the detection of HRTEM images of 
thick samples [28]. In case of samples that are only a 



few atoms thick, however, the electron beam itself 
induces atom vibrations that by default must affect any 
image simulation [29]. In general, STEM simulations 
require significantly more computation time because 
of the need to perform a multi-slice calculation at each 
point of the simulated raster and the present beam 
convergence 

 
FIGURE 4.  Modeling selected point defects (as labeled) in 
graphene. The insets show multislice phase contrast image 
calculations for a resolution of 0.3 nm at 100 kV. Arrows 
mark a 20 pm large displacement of specific atoms. The 
finite resolution prohibits resolving the atomic defect struc-
ture. Nevertheless, all modeled defects create a wide, un-
structured signal (insets, dark spots) with ~0.5 % of contrast. 
A noise level of 0.12 % is assumed. 

The necessity to perform detailed numerical simu-
lations also holds true for the interpretation of atomi-
cally resolved spectrum images or line profiles, one of 
the most powerful techniques of the new generation of 
aberration corrected STEM instruments. Spectrum 
imaging or EELS linescan techniques are widely ac-
cepted to yield atomic resolution information [30] and 
have been applied to numerous areas of materials re-
search [31-33]. However, one should emphasize that 
the interpretation of atomically resolved, column-by-
column EEL spectra as well as the experimental condi-
tions necessary for their acquisition, are still the sub-
ject of ongoing investigations [34-36], where simula-
tions play a major role [37, 38].  

In the context of this paper we will primarily con-
sider TEM simulations utilizing multislice calculations 
that are implemented in the MacTempas software 
package [39]. Figure 4 depicts four different point de-
fects in a sheet of graphene and their corresponding, 
calculated Scherzer contrast images at an assumed 
resolution of 0.3 nm. Atom positions and their chemi-
cal identity determine the local phase changes of the 
scattered electron wave. An additional contrast is 
generated in the recorded images if single foreign 
atoms substitute host atoms or if the host atoms are 
simply displaced by a fraction of the bond length even 
if atomic resolution is not achieved. Experimentally it 

atomic resolution is not achieved. Experimentally it 
was shown that atom column displacements as small 
as 2 pm can be observed in phase contract micros-
copy [40] and it was speculated that even hydrogen 
atoms may be detectable at a resolution of ~0.3 
nm [41]. However, the similar contrasts in the images 
from the very different defects (Figure 5) makes a dis-
tinction of different point defects from images with 
limited resolution ambiguous. 

 
FIGURE 5.  Line profiles across the calculated image con-
trasts for the different defects shown in figure 4. It is seen 
that the defects are indistinguishable from contrast alone at a 
noise level of 0.12 %. 

A JUSTIFICATION FOR RESOLUTION 
IMPROVEMENT  

      Atomic resolution electron microscopy aims at 
resolving the atomic structure of materials in order to 
remove the described ambiguities for image interpreta-
tion. Figure 6 depicts Scherzer images of graphene that 
would be recorded in the TEAM 0.5 microscope and a 
conventional microscope with 0.3 nm resolution. A 
resolution enhancement by a factor of 6 seems moder-
ate but it is clear from Figure 6 that its effect on image 
interpretation is drastic: in case of 0.3 nm resolution 
the graphene sheet is invisible and the added hydrogen 
atom is visible as an unstructured contrast that is wider 
than the atom spacing itself. In contrast, every atom is 
resolved for the case of 50 pm resolution and it im-
pressive to see that the space between atoms appears 
mostly empty. As a result it has become possible to 
probe for the presence of interstitial atoms [29]. It is 
further instructive to quantitatively consider the image 
intensities from Figure 6 by extracting horizontal line 
traces across the carbon and hydrogen atoms. They are 
shown in Figure 7. For the case of 0.3 nm resolution 
the graphene sheet does not produce an intensity pat-
tern but simply a small, homogeneous intensity offset 



(< 0.2 %). The hydrogen atom is visible since the sig-
nal strength is about 0.5 % and the assumed noise level 
is only 0.12 %. In contrast, all carbon atoms are visible 
with a contrast of 8% and a hydrogen atom adds 2% of 
contrast to the overall signal if the resolution is 50 pm. 
The 0.12% of noise makes a negligible contribution in 
this case.  

 
FIGURE 6.  Top: Calculated Scherzer images of a graphene 
sheet with an attached hydrogen atom for the TEAM 0.5 
microscope (resolution: 50 pm) and a conventional electron 
microscope with a resolution of 0.3 nm. Bottom: Corre-
sponding Contrast Transfer Functions with reciprocal lattice 
vectors (g) of graphene. If the CTF equals zero (shaded 
range) phase information is scrambled and lost.  

 
FIGURE 7. Horizontal line profile across the calculated 
Scherzer images of Figure 6. At the assumed noise level it is 
in principle possible to detect hydrogen atoms if C-H defects 
would withstand the necessary e-beam irradiation. 

The images of Figure 8 are related experimental 
examples and they were recorded in the TEAM 0.5 
microscope and an environmental Titan (E-TEM) mi-
croscope. A single graphene layer together with at-

tached adsorbents was imaged at 80 kV. Successively, 
an average image pattern and a standard deviation 
were calculated. The average pattern together with the 
standard deviation define the signal to noise ratios for 
the detection of a carbon atom, which are 3.8 and 0.6.  

 
FIGURE 8.  Experimental images of a graphene layer. The 
images were recorded at 80 kV. Two different microscopes 
are utilized as indicated. Graphene sample: A. Zettl et al. 
[12]. For details see text.  

 
FIGURE 9.  Simulations of a hydrogen atom attached to 
graphene with noise levels that reflect the experimental con-
ditions from Figure 8. Left: line profiles. Right simulated 
images. The information limit resolution at 80 kV is varied 
as indicated.   

Since a Cs corrector is employed in both cases the 
comparison clarifies that it is not the aberration correc-
tion itself that yields the resolution and contrast en-
hancements. Instead, it is the presence of a mono-
chromator and the high brightness gun in TEAM 0.5 
that provide a superior image quality by resolution 
enhancement. Image simulations can be used to esti-
mate the obtained improvement. Figure 9 shows by 
simulations that a variation of the information limit 
resolution between 0.2 nm and 0.075 nm yields signal 
to noise ratios between 0.8 and 3.7 that compare well 
with the experimental results shown in Figure 8. 
Therefore, the information limit resolution of 
TEAM 0.5 is better than one Ångstrom at 80 kV be-



cause the instrument is equipped with a monochroma-
tor and a high brightness gun. However, electron 
transparent samples are beam sensitive and it is not 
always possible to further increase the dose in order to 
boost signal to noise ratios. In fact it seems that the 
electron dose now limits the resolution in hard materi-
als just as it is the case for electron microscopy of soft 
materials for a lower dose limit [42]. 

This example highlights the profound impact of 
resolution improvement on the ability to detect single 
atoms and it is desirable to further understand what the 
physical limits to resolution may be. 

OBJECT-DEFINED RESOLUTION 

 
FIGURE 10. Column separation of 51 pm in diamond [112]. 
Different simulations of a [112] diamond dumbbell structure 
are employed. Top: The crystal thickness is 0.4 nm and the 
potential is projected into one plane before calculation. All 
depth information is lost but a symmetrical dumbbell struc-
ture is visible. Bottom: The crystal thickness is 0.89 nm and 
the potential is sliced to maintain depth information. The 
dumbbell structure is distorted.  

Traditionally established strategies addressing reso-
lution include the recording of Young fringes, the de-
tection of image Fourier components in STEM images, 
the demonstration of a suitable peak separation in pe-
riodic lattices (dumbbell images) or signal width 
measurements from images of single atoms to name a 
few procedures. For recent discussions of this topic see 
references [6, 8, 43, 44]. The drawback of applying 
different approaches to measure resolution is that the 
obtained results can differ. Further, it is most common 

to define resolution using a selected, suitable sample, 
in contrast to light microscopy where resolution is 
instrument-defined. This aspect adds additional uncer-
tainties. In this situation, the TEAM Project adopted 
the pragmatic view to achieve information transfer 
below 50 pm by detecting Young fringes in TEM and 
(660) image Fourier components from gold (111) 
STEM images at 48 pm. Recently the TEAM 0.5 pro-
totype microscope achieved these goals [6] and re-
solved dumbbell images of Ge [114] with 47 pm col-
umn separation [8].  

 
FIGURE 11.  Top: Experimental amplitude signal of the 
channeling wave for gold [110] and [111] recorded in the 
TEAM microscope. Bottom:  Calculated Rutherford scatter-
ing cross sections and width of the 1s state. OAM = One 
Angstrom Microscope [2].  Experimental results are included 
and compare well with the 1s state theory.  

The choice of suitable samples becomes essential if 
it is attempted to probe for deep sub Ångstrom resolu-
tion. For example, using image simulations it was ar-
gued that a validation of resolution requires the ex-
perimental separation of a suitable dumbbell structure 
such as it is observable in diamond [112] (Figure 10, 
top) or other materials along other low index zone 
axes [45]. On a first glance, such an approach seems 
reasonable. Nevertheless, the argument is invalid for 
two reasons: First, it is only possible to calculate 
symmetrical dumbbell images if all z (depth) informa-
tion is removed from the calculation; if depth informa-
tion is included by an adequate slicing of the unit cell, 
the dumbbells appear heavily distorted (Figure 10, 
bottom) because of a present variation of atom posi-
tions in beam direction from column to column. Thus, 



it is impossible to obtain  a symmetrical dumbbell im-
age. Further, even an observation of such distorted 
dumbbells would require the samples to be extremely 
thin (<1 nm) because column widths rapidly increase 
with sample thickness yielding a broad unresolved 
signal in TEM [2]. It would be quite challenging if not 
impossible to prepare electron transparent samples in 
the desired crystallographic orientation that are only 
one or two atoms thick.  

The rapid column broadening with sample thick-
ness can be understood physically in the framework of 
electron channeling [46]: Two extreme physical limits 
to resolution are depicted in the graph of Figure 11. In 
the one extreme, electron channeling dominates yield-
ing a finite column width [47,48] and in the other ex-
treme it is the cross section for Rutherford scattering at 
single atoms [49]. The channeling model predicts that 
a resolution well below 80 pm cannot be obtained if 
columns of light elements are imaged. On the other 
hand, resolution tests using heavy elements with Z~ 80 
are less critical since both models converge for heavy 
atoms and both models allows for 50 pm resolution. 
Therefore, the TEAM project used gold (Z=79) crys-
tals to probe for the object-defined resolution. 

Figure 11 also shows two amplitude images of 
electron channeling waves that were reconstructed 
from ~20 experimentally recorded lattice images of 
gold crystals imaged in [110] and [111] direction. In z 
(beam) direction, the gold atoms are spaced by 0.29 
nm in [110] projection but are 0.7 nm apart in [111] 
projected samples. The atom spacing in beam direction 
alters electron channeling significantly. It is seen from 
the images shown in Figure 11 that atom columns ap-
pear much wider in [110] projection at comparable 
sample thicknesses (the full width at half maximum of 
the white blobs is 67+4 pm and 46+3 pm in Au [110] 
and Au [111], respectively, at a sample thickness of 5 
+ 1 nm [7]). It is seen that theory and experiment agree 
decently well; in particular column widths are ex-
pected to be wider in gold [110], which cannot be used 
to verify a resolution of 50 pm in contrast to gold 
[111].  

The results are consistent with predictions from 
multislice calculations and also observable in HAADF 
STEM images from Au [110] and Au [111]. There-
fore, the TEAM 0.5 microscope can resolve column 
spaced as narrow as 50 pm if the samples are carefully 
chosen and prepared. In general, however, electron 
channeling limits the resolution of electron micro-
scopes to values between 80 pm and 50 pm depending 
on the atomic number Z and the spacing of atoms in 
beam direction. Thus, the TEAM microscope has 
reached a resolution that is limited by physical limits 
of electron scattering.  

DEPTH PRECISION  

A resolution of 50 pm implies a focus spread of the 
electron beam of only 0.7 nm in TEM mode [6]. For 
comparison, focus spread values in TEMs with ~ 0.2 
nm resolution are commonly 5 nm. Such unprece-
dented small focus spread values enable new experi-
ments.  

 
FIGURE 12.  Top: Experimental and simulated lattice image 
of a gold bridge. All images are shown in [110] projection, 
the geometrical models are shown in the perpendicular [111] 
projection. Atom columns 1- 11 contain 2 atoms each [6]. 
3% noise is included. Bottom: Quantitative conversion of 
contrast values into z-positions from 3 successive lattice 
images. In the fourth image columns 1 -7 escape observation 
by knock on damage [6]. Image b is shown in the figure. 

It was recently pointed out for instance that atom 
displacements in the beam direction as small as inter-
tomic distances can now be detected because related 
focus changes of ~0.2 nm already yield contrast varia-
tions in the images above noise levels [6]. Likewise in 
STEM, aberration correctors can now control aberra-
tions up to 35 mrad away from the optic axis. Such 
large convergence angles imply that the electron probe 
is now typically only focused in a 2-3 nm section 
through the depth of the specimen (along the beam 



direction), compared to tens of nm for non-corrected 
instruments [50]. By depth slicing through the ob-
served sample, it is now possible to reveal buried de-
fects and thus allow for recovering some three-
dimensional information from a single projection im-
age [6, 50, 51].  

 
FIGURE 13.  Phase of the electron exit wave function recon-
structed from series of experimental lattice images of gra-
phene oxide & graphene. Top: Graphene oxide is inhomoge-
neous but single and double layers can be recognized locally. 
Bottom: A single light atom (shaded) is attached to a gra-
phene sheet (dark gray) and generates a signal that exceeds 
largely the present noise level. Graphene sample: A. Zettl et 
al. [12]. Graphene oxide sample: J.H. Blackson.  

An experiment that exploits depth precision is 
shown in Figure 12. The depicted lattice image is 
taken from a published focus series of a gold bridge 
[6] and compared with image simulations. We focus 
the contrast analyzes on a row of atom columns at the 
crystal-vacuum interface that contain 2 atoms each.  
All columns are attached to a narrow crystal facet that 
is only about 1 nm tall. Contrast is converted to z-
position for each of the 2-atom columns and displayed 
in Figure 12. The procedure is repeated for 3 succes-
sive lattice images that could be recorded before the 
considered row of 2 atom columns disintegrates be-
cause of knock on damage. It is seen that experimental 
data can be reproduced well within experimental errors 
of ~ 0.3 nm. The z-difference between columns 1 and 
11 equals the smallest 0.288 nm displacements of atom 

columns in z-direction that is imposed by the [110] 
crystal structure. This minimal displacement is directly 
visible in the lattice image because the noise is only 
3% as demonstrated by comparing the experiment with 
simulations. Further, 3D information is recovered by 
showing that the atom row is bent in a V-shaped man-
ner. 

Nowadays, nanoelectronics applications often fo-
cus on exploiting physical properties of graphene. In 
Figure 13 we used graphene oxide and a single gra-
phene layer [12] to demonstrate that single and double 
layers can be readily imaged and that an attached sin-
gle light atom can indeed be detected well above 
noise, which allows studying doping effects or func-
tionalization. Single atom sensitivity is a further step 
towards atomic resolution electron tomography [52].    

CONCLUSIONS 

This paper summarizes some new, largely unex-
plored capabilities of electron microscopy that become 
possible because of aberration correction and the de-
velopment of new electron optical hardware compo-
nents. Outstanding aspects of electron microscopy 
with deep sub Ångstrom resolution are the ability to 
detect single atoms across the Periodic Table of Ele-
ments and the possibility to recover depth (z) informa-
tion from single projections with a precision that ap-
proaches interatomic distances. Resolution has reached 
50 pm and is now limited by the electron scattering 
process in the samplesfin. Atomic resolution can be 
achieved for acceleration voltages between 80 and 
300 kV. The electron dose and physical aspects of 
electron scattering limit the obtainable image (object) 
resolution now.  
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